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Introduction to the DONES Project
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o@me;) Why a neutron source for fusion?

He [appm]

The first wall will be exposed to
high heat fluxes, radiation damage
from 14.1 MeV neutrons and He
injection from the plasma as well
as He production from (n,a)
reactions.

In DEMO: ~10-12 appm He/dpa
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Dispacement damage [dpa]
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Presently available n sources are not adequate to
reproduce fusion-like environment

» Fission reactors:
0.3 appm He/dpa
» Spallation sources:

50-70 appm He/dpa, pulsed, light ions,...

v

International consensus was reached on
developing accelerator-based neutron
sources exploiting D-Li stripping reactions:

Li(d,xn)

as the optimal choice to provide suitable n
flux and spectrum to reproduce the
irradiation conditions of fusion reactors
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In the ‘80s
FMIT (Fusion Matenals Irradiation Test) in the US

deuterons at 100 mA in CW and 35 MeV for a 0.01 | volume

In the "90s
ESNIT (Energy Selective Neutron Irradiation Test) in Japan

deuterons at 50 mA and 40 MeV for a 0.125 | volume

Since 1994
IFMIF (International Fusion Materials Irradiation Facility)
RF, US, JA, EU joined efforts and generated a baseline

Since 2007

IFMIF/EVEDA project inciuded in the EU-JA Broader Approach
Agreement

JA, EU joined efforts

¥

IFMIF Intermediate Engineering Design report (2013)
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The staged approach

Stage Objective Accumulated
damage

DEMO Start-up and < 20 dpa (Fe)
Phase-| feasibility

evaluation

__Demo-Oriented early

DEMO Availability < 50 dpa (Fe) NEutron Source (DONES)
Phase-ll improvement and

lifetime
Power Plant Commercial > 100 dpa (Fe) :

operation — Upgrade to full IFMIF
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e L L

Accumulated damage/ ¢ 20-30 dpaygs (Fe)in<2.5years >8-12 dpa/fpyin 0.3 1
irradiation volume over 300 cm?

* 50 dpayg; (Fe) in < 3 years > 16 dpa/fpy in 0.1 |
over 100 cm3

IERIETICL 250-550 °C Actively controlled
Temperature
Plant lifetime 30 years

PIE External lab
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Tt The DONES Project

DONES-related activities at the EU level are presently running in
different frameworks:

IFMIF/EVEDA (included in the BA)

(FMIF)

(FVIF
DONE

N B DONES-PreP (ESFRI preparatory phase, EURATOM CSA)

o 54 Phase

WPENS -including specific Industry contract- (EUROfusion WP)

DONES-PRIME
‘ DONES-UGR ‘ « DONES-PRIME and DONES-UGR (Spanish funded projects)
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The DONES Project: FP8

IFMIF-EVEDA validation activities: Oral loop, Heloka, Lifusé, LIPAC
IFMIF-DONES validation activities
Critical technical lssues analysis (quench tank location, TA approach, AC configuration, ...

(®)
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MM EOR ‘ |
2013 | '
E\.—I— s
IFMIF-DONES PEDR (generic) - PEDR (Granada)
Conceptual Design 2017 — mid 2019
Report 2014 ‘
PSAR w2
- £U site ogreed: |
= ‘ l’ kf«wx”:6m . 0 PSAR-v1 mid 2020
End 2017 mid 2019
PAOAT O SySems regurements defniaon PEDR (Granada)
Md '~I .'I fcos mid 2021
implemendation of dewipr chocrs
Sntems derge

integrated analyin
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Morocco

2913 Covprighe € Orarwesersmce core

Algeria

The DONES Project: FP9

Borerrs Sen

Up to 16 RUs (in some cases
involving also several Associated
Entities —research institutions or
companies- in the country)
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NEW PHASE!
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WPENS

2021 2022 2023 2024 2025 2026 2027

Buildings, Plant Systems, Lithium Systems,
Remote Handling

DONES Engineering Design Accelerator and Test Systems }
ﬂzﬁlstems /l
V4 [0}
New facilities construction ] vl \/[

Prototyping and qualification

Facilities (LIFUS6, n_TOF, DRP, MARIA, HELOKA, RF lab, SUPRATECH, Li purification loop, Li safety,...) exploitation @
Projotypes (HFTM, STUMM, resonant cavity, TA, QT, RF source,...)fabrication and testing

Support to LIPAc

7O () S—
\v4

Mirror control room
Use of LIPAc and operational expertise

Transversal activities

T T T v A

Safety and neutronics for licensing and design \/ Safety and neutronics for operati&D) d 5
[©®

Logistics, RAMI and maintenance for construction {D\ ~ Logistics, RAMI and maintenance for operation

Remote Handling and Waste Management for construction Remote Handling and Waste Management for operation

Technologies for exploitation (modules engineering, SSTT, modelling,...) ]
I I I 1 A 1 1

Project Integration

A Configuration management and CAD model (D)

quirements and interfaces management
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Accelerator Systems Li jet flowing @ 15 m/s, 250°Cona ™.
; D+ 5 MW ion beam concave channel to prevent boiling
: Acceleralutor Ancillaries 125 mA, 40 MeV
........................................................................................................... restcerr TR
RF Power System
LEBT ] 1 11 ys¥gsrt‘lsystems :
| HEBT HFTM, Ancillaries 18 2.1
Injector v+ = =i IXH BT B B S sTUMM| n flux ~5x101% m-2s-
100 kev 5> MeV 40MeV : Lithium Systems Ancillaries :
RFQ MEBT SRF Linac Beam ~ : 1
Dump g o A
T — T , Lithium Systems h
¢ impurity monitori;.g.“:g N Secondary Tertiary
Same IFMIF Concept loop Main Li loop loop

loop

but... M
* Only 1 accelerator -
* Only HFTM used I

Tertiary ECoolingi
HX ): water :

: Li Dump
F 1 ‘ YTrap Coldtrap :i \__tank : :
“ ® H =% :' .
NO PI E faCIIIty : . i Heat Removal System K
SIMPUIILY CONTIOLT et
e SYSEEM e eeessss s
Site, Buildings  Layout & Site Infrastructures Central Instrumentation and CODAC System
& Plant Buildings Control Systems Machine Protection System

HVAC, Electrical Power Supply, HRS, etc.

Safety Control System
Remote Handling System

Systems
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Introduction to the Central
Instrumentation and Control Systems

(CICS)
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ENEN

ENEA
Mauro Cappelli (Coordinator)

CIEMAT
Joaquin Molla
Victor Gutierrez

Ansaldo Nucleare
Andrea Bagnasco (SR)
Francesca Ambi (SR)
Enrico Botta (SR)

University of Granada
Javier Diaz

IPFN

Jorge Sousa

S2 Innovation (New Comer 2021)
Wojciech Soroka
Piotr Goryl

University of Aalborg (New Comer 2021)
Zhe Chen

iemalt
ol ¥ GOBIERNO MINISTERIO C
S Q DE ESPANA DE CIENCIA, INNOVACION Cerero de Investigacanes
Y UNIVERSIDADES Enerpevicas. MeScanberuies
a L] ¥ Tecacibgicss

ANSALDO
% UNIVERSIDAD
. 2 ° DEGRANADA

C / ‘." INSTITUTO DE PLASMAS
/7 E FUSAD NUCLEAR

y/
IEZAINNOVATION

7/
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General architecture
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DONES I&C ARCHITECTURE
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I&C Networks

DONES I&C SYSTEMS
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3 CODAC MACHINE SAFETY

; ST PROTECTION CONTROL

2 SYSTEM SYSTEM

: o
F—l - 3 T 8N 3 !Ob ;_. »-l_l
| T o E— |
! Safe . l
Ll-l-l-l-l-l- = ol

Local I&C SubSystems
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DN DONES I&C SYSTEMS
CODAC MACHINE SAFETY
SYSTEM PROTECTION SYSTEM SYSTEM

SUPERVISION
AND CENTRAL
CONTROL

PLANT SAFETY

TIME &
SYNCHRONIZATTI
(OO0

OCCUPATIONAL
SLOW SAFETY
INTERLOCK

Central I&C Systems

PERSONAL
ACCESS
SAFETY

RADIATION
MONITORING
SYSTEM FOR THE
ENVIRONMENT
AND SAFETY

" mm s mm o mm o o= - = s o=
rk

.%’F"'E' " ™ " "CODAC Netwo

E i Interlock Network
(%)
2, ] Safety Network

DONES I&C ARCHITECTURE

I
[ ]
I
[ ]
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e " = " " ' =
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Central

| Machine Protection
CODAC System

System

\

Local Conventional
Control System

Local Controller
Signal Interface

y

Safety System
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EPICS7 ARCHITECTURE ()

leutiTop.adl
LEUTL Beamline
lcxows| @ SPIRIT
Fant open| o —

3 ¥FD Controls
| ¥FD FEL Diagnostics
Disgnostic

o

LTsBLIOVZ
open

Disteering
D Undulator FS’s|

-
‘Q_ﬂ,,,,.,.J R Pl I

o.-l]moaﬂwué"'“'“uﬂmuﬂwbﬁ

Ls:az [3] oo (, 000
Ls:os [o] prswo 0, 006
o Il e 0, 001
-l ™[5 F% 0, 000
BB=C3~ Foke Flaz label for detail screen

Tharge Transnission (%)
Total: 1()(, () |e—

81,6 |—

+ 100, 0 m—

O Undulators:

THRY Undulators!

LBJTL T nnel
Pover

\]

2\

A3

:
Lrepsoyy 2 Disgnostios
Open | G BPH Displays

Elose|
Fome e o, Alcove
et | 9.001 _y] L)
FiPHS Fl ‘Pm Fl [Pm i | r
lﬂllllllll.,ﬂlllllm‘
ik = probe |||
om BB 8, 719 S1A:H1:CurrentAO
e (, 000 | Leeoe [3] BT 11, 273
sk [5] o008 =0, 002 o _
B mw ra | W 0.0023 AMPS

D Hore PS Details

Channel Access Client

Channel Access Client

NO ALARM NO ALARM monitor

181A:H1:CurrentAO

Channel Access Client

Start | Stop | Version| Quit |
Adust | Hist | Info | Format|

Channel Access Client

Channel Access Server

Power
Computer >
Interface Supply

Beam
Computer | position |
Interface .

Monitor
Computer Vacuum l
Interface Gauge

Source LEBT

e

Accelerator
(125mAx 2)

Lithium Target
252" mm thick, 15 m/s

Test Cell

MEBT

100keV  SMeV 9 145 2 4oMevB“,,,s,,,,.
Wiy goo0on e
High (>20dpaly, 0.5L)
[ RF Power System Medium (>1dpaly, 6L)

Low (<1dpaly,>8L)



?@iﬁqi;)g TIMING SYSTEM: Network Architecture (®)

[ | o A e i
x!s:i: & ——— T

A N (GNSS + OSCILLATOR + STEPPER)
- G i &/ | NS
. L‘

- L.l~ > | P | = TTP ( < 10ns) Estable RF disseminati
with ™ ~ ~— n S 1SS mnaton
contrmation — e e

IEEE-1588-2019 (or White Rabbit)
=
ey
=
- . ]

u|
)
i

= EN = =
4 — w— F— 3
= == = e - IP ( 50us - 1ms)
= S e = - |EEE-1588-2019 (software) or NTP
— = == -m Time transfer
= S - based on
= == — Ethernet
- | e - - rotocols
[ ] p
= -- =i
== --
el =
e
= au 0 ™= = = = T am saas = =
- . - = - b =
= = =
= e = = — _—
—_ . —- s = = pr—
== R =
- [&=]




(FMIF o o 7
@% Timing System and Network (@)

N\
=/
o CODAC Operator CODAC Operator
I nte g rat | 0 n Station Station Backup Copper
! Fiber
o 3 T| m | n g Se rve rS CODAC Network - Control Room NTP
CODAC CODAC (Backup) _PTP
e NTP: to CODAC Network o = -
e PTP:to CODAC Network Timing Servers Timing Servers
 WR: additional network Master Clock Optionsi redudancy
* Master Clock P PTP o
¢ Backup side imi’-‘.‘;';"c.‘-‘ ..... —~ MPS Gateway MPS Gateway '"‘°"°°" -----
| TNSNON b SO
¢ M d Ste r CIOC k Sy SCS Gateway SCS Gateway Safely
DB ey S .
* Time Servers " - 1 )
cics E L cics
- - - o CODAC Network - Plant WR Timing Network = = = =
LICS NP || Data PTP " Data Data 7 WR LicS
* LICS may depend on (LCSHNTP | [ LCSHPTP L:'Léé;k%"'i
: Local : Local ] Local -
more t h ah one .| Controller |, Controller | Controller
synchronization protocol , |
| Sensors/ |, Sensors / v | Sensors/
i | Actuators || : Actuators i | Actuators




DONEY CODAC - Main components identification @‘,})
Physical Architecture Software Architecture
U ——— COOAC Systom ! | —— g—— :
; CODAC Comole : ; COOAC Chert 08 COOAL Chernt 05 CODMC Initem
' Mantor ; ' :
: Keytowd & NMouse : : -
: R : CODAC Server 08|
E | CODAC Cabiret| |
1: : (thernes Swecn 4 CODAL Services | ——
urs ; - -  — R -
| e O t -------- g
AT H[ : . 0o
: ] ; : g ! ’ i i
: Induan o (theret Saecs ; : g
" I e :
- Gavewniry | Gateway ' =
: [ I : CODME Wetwork
besssssa sesqdesssss pecsces ' Woetocns B & Networt
|  COOAC MNetwork |
[ teteriach B & Network | -

| Salety Mmoot |
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I
Q ! MPS |
o I MPS Console |
= | |
I
- ! Monitor :
I
3 | |
= | I
I
:-E | Keyboard & :
' Mouse
&) [ :
L : . |
< | Service :
— : Workstation |
“ | |
o | :
opuf | |
o ' MPS Cabinet| |
oS : |
________ I
é _____ :_ 1 Ethernet Switch i .
-
I
I
A |
| UPS |
Hardwired | |
connection from : :
CODACMi__p Hardwired logics :
! TMR 1/0 4 | |
| |
I
: TMR Controllers :
I |
I I
| |
L ] 4
| I1&C Networks | ] Hardwired
connection

Three Modular Redundant (TMR) controller for

slow interlocks

Hardwired logics for fast interlocks

Service workstation for configuration and

management

(fast interlocks)

MPS Console

Service Application

Off-line configuration and
diagnostics

Off-line configuration and

diagnostics

Off-line configuration and
diagnostics

Controller #1

«— —|—— — — &

“——|————

Controller #2

- —|————

Controller #3

Services Services Services
Interlocks Interlocks Interlocks
logics logics logics

Status

Status

1&C Networks

Three identical control logics running

in parallel

Voting system: logics 2003
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The Local Controller software have to
The typical Local Controller system consists of one Local provide the following operation:
Controller Cabinet and a set Extension Cabinets. Field data acquisition and generation;
Field data processing, control loops and soft
interlocks execution;
Data exchange with the CODAC Server;

. . Local HMI.
Physical Architecture

AL Netw

Software Architecture

" ] £ v e .-'\;.".w
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'Two layers for logical and physical segregation

Main requirements

Gigabit Ethernet
(10/100/1000)

Ring-based redundant
architecture

Optical connection for
plant section

Copper for Control
Room section

CODAC Operator

Station

CODAC Operator
Station (Backup)

CODAC Network - Architecture

CODAC Network — Control Room

CODAC CODAC (Backup)
Server Server
Time Server Time Server
“Interlock ! Tinterlock |
I nterlock
Network i MPS Gateway MPS Gateway Network !
= =0 -0 - === -
Safety ! " Safety !
_Network °C5 Gateway 5C5 Gateway ! Network |
CICcs
— == CODAC Network-Plant === —:
LICS
LCS #1 LCS #i LCS #N
Local Local Local
Controller Controller Controller
Sensors/ Sensors/ Sensors/
Actuators Actuators Actuators

\
\
Py
z
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{
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Ethernet — optical fiber

Ethernet — copper
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. . T ° o .
D e e s wo layers for logical and physical segregation
Gigabit Ethernet

(10/100/1000) MPS Operator MPS Operator
Station Station (Backup)

ring-based redundant
architecture

Optical connection | gateway :—| Interlock Network — Control Room
[

for plant section | MPS Fast Backup | MPS Slow Backup
MPS Fast MPS Slow

Copper for Control

Room section

Server Server

Virtualization for
sharing plant section

! |
beetwen slow and fast | sCs-pss | Fast Controller Slow Controller : SCS-PSS |
data, assigning I A [ S 1 | S 1 I :

different QoS — —

[
. | | cics
Hardwired mmm ] interlock Network —Plant 1= —— e

connections

LMPS #1 LMPS #i LMPS #N
LMPS and central Fast/Slow
Fast/Slow Ethernet — optical fiber

fast controllers Local Interlock RO

Controller
SCS and central fast
controllers

Central slow Sensors/ Sensors/ Sensors/
Actuators Actuators Actuators

Ethernet — copper

Hardwired

controller and central

fast controller
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vS
Oﬂ ﬂ Hardwired PSS Operator OSS Operator PASS Operator RAMSES Operator
TITIO control desk Terminal Terminal Terminal Terminal

ﬁl" & T T T T T

sﬂfr 2 | CODAC |

I | Safety Network — Control Room 1 gateway |

[PSS-Train B
. PSS-Train A 0ss PASS RAMSES
Different SIC
classification, but Server Server Server Server
access as a whole
from the operators: B
Safe PLC/ Access
- lower part: four re—=——=== ) Logic Solver PLC PLC Controller
113 i) ° | |
separate “legs” (different A
for performance cics
P >
comTgurs on and [ L B Ei it e =
physics). LPSS #1 S.i-B RIOHL Door Rad
ctuation uators ller #1 Monitor#l
upper part: provides con|tr° . °|mt°r T e
L L - > - LPSS #i si-8 Door Rad T e
the seamless integration || Riosi o e Menitor ——  FieldBus
of the safety data to be T Hordwired
LPSS #N | [si

d by th T S B RIO#N "7 [boor o pss Rad " Topss
accesse Y the Operator — controller #N | '° Monitor#N | —5'°©
and by the CODAC

afety Network - afety Network - afety Network - afety Network -

gateway Saf N k - PSS Saf N k - OSS Safety Net k - PASS Saf N k - RAMSES

The separation between the different
levels of the networks is always mediated
by servers (separation layer between the
operators and the safety controllers).
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MPS: Main requirements

D o
T
I ——
T———
B e o e
(T —"—

(7N

e >300ms
* From few ms to 300 ms
e <30us

Timing Requirements of Interlocks:

- Slow Architecture
- Fast Architecture
- Hardwired

FAST ARCHITECTURE

e 4 Steps

* 3 Controllers (safety response time of certified
1/0 module ~ hundreds of us)

cics
MPS
(CONTROLLER)

@ e

PBS Y.W
PBS XY PBS X.Z
LICS ucs
MPS MPS

SENSOR >

;g
/

HARDWIRED ARCHITECTURE

e 2 Steps

¢ 0 Controllers

o FPGA +1/O Modules (response time of 5-20 ps)

CN: Notification of Interlock Events and
Notification of GOS Transition

Actions

cics
CODAC

cics
MPS

F: Notification of €

CN: Acquire LICS Status

LF: Local Function
CN: Central Function

of G

‘0

G CN: Protaction Adon

PBS Y.W Different Systen

PBS X.Z Same Systen

LF: Acknowledgement of
Command

@ LF: Execution of Command

out

Lcs
MPS

LF: Acquire Actuator Status
{e.g check comect
wxocution of command)

™~

( ACTUATOR

N

Config. 2 (response time ~ 100 ps)

Option A: if hardware components of Hardwired
Architecture need to be separated from those of the

fast architecture

= b=
It dep;‘nds g g
onthe
chassis 3 2 EMPTY
selection z z
DO
DI..D0

NI-9401
NI-9401

cics
MPS
(FPGA)
PBS Y.W
PBS X.Y PBS X.2
- N
\
SINSOR ACTUATOR )

CN: Acquire LICS
St
LF: Notification of LICS
MPS Actuation @
PBS XY
LICS
MPS
12 Dbution o1 LF: Execution of
local fauks, values
Beyond nermal Local Protection
Actions
range
/
( SENSOR ACTUATOR
Config. 1 (faster than option 2)

1) cR10-9118, on board reconfigurable
Virtex-5 LX 110
of chassis). It needs an external controller
(TBD).

2) cRIO-9048, FPGA 160T. Same integrated
controller of the fast architecture. FPGA #
from the one tested by ITER.

=l B=] B=! B=l =1 E=l F=! B=

ftdepends | SE S S o) ol o o ©
on the SIS S S S YS
N [ R e e Do) e ) e ) )]
chassis N N QN N N N Y Y
selection 2 2z 2 2 2 2 2 2
A0 s S £ &

5 &6 6 % g 2 2

i F & £ s & B

£ £ £ 3 s 38 3

= B=l B=! B=1 B=l =l B=1 b=

ftdepends | 5 SISl S ol ol o ©
on the SIS S Y
N [ o) ey} e Do) Iler Iiler ) il ep]
chassis N N N gl N N N N
selection zZ2 2z 2z 2z 2 2 2z 2

HE

Option B: integrating the hardware components of
Hardwired Architectures can be integrated in the
fast controller chassis.




MPS — Modules & Data Flow

i CMPS CUBICLE
Tt ddiiadad  assadilesstaiecetalis ot abii bt bbbt b b LT SEWER
L. . "SUPERVISION
| | SIS N—— 3 MODULE
CODAC INTERFACE L
MODULE —
CODAC P s
SERVER b  — — 3 GATEWAY
| - -
PSS STATE sk
SAFE PLC INFORMATION |
- SYSTEM PROTECTION
MODULE
OVERRIDES o
CMPS PUSH '
BUTTON

\
Z

]
(/lf-
W
=

/
(/

GREEN: NOT CRITICAL DATA
RED: CRITICAL DATA
BLACK: HARDWIRED
IN-P
IN -CR
CODAC NETWORK - PLANT

SLOW ARCHITECTURE SPM (PLC)
FAST ARCHITECTURE SPM (CompactRIO)
HARDWIRED ARCHIT. SPM (CompactRIO)

Connected only to the SPM dedicated to
the Hardwired Architecture

SENSORS/ACTUATORS

SENSORS/ACTUATORS

SLOW controllers (RIO) connected to
SLOW Arch. SPM
FAST controllers (RIO) connected to FAST
Arch. SPM

A
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-@ VS M Cics ' J S BACK-UP
OPERATOR STATION "a*l | OPERATOR STATION
‘ < N
- T interiock Network — Control Room I o
1 mecs VRS MAN OO E m> .-n!inm_ 7'
| 'w«m ::::'l wum«rj oo o
A ek A ‘ % : r~ ; — s =5 — ) e N
S E=AEHHE gl bl 1 EY 3| e s
e SN ]
Ovevidde 1 E i = Tt = o Ouidde
R HH HEH B A HE HH HEE
. —— - e - —— -~ B =& -7 “”:-.
: Lo a0 wth A
0 R T Y 3 3 E1E] oo =1 o [8l2]2|2]s |2 |s]|s] mun,
dlele B8] [ lk[a]  amm ofelefale] [ sle] ==
| 1° <= ne+ o 1 i == | )
\ = |
‘ tt{{! sifiag tti’fﬁf?
i3l I°I| i |
T 1
e —— ——. i
- . ! A A Iteriock Network - Plart—+———e
. — _t,‘. : + CONME Wetrart - Mare—— o
- | — LY
Sy LICS
WU
Ramote VO
| sosom/acruatoss | - SENSORI/ACTUATORS -
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/

SCS-RAMSES contributes to the
i by permanent
monitoring of dose rates in areas with
risk of exposure to ionizing radiation

Hardwired | PSS Operator O%S Operator PASS Operator RAMSES Operator
control desk Terminal Terminal Terminal Terminy
| | ] [ “cooac
| e {
PSS Tram A 8% PASS ‘ RAMSES
Server Server Server Server
- Safe PLLY Access
m———— .f LOgiC Sotver C PC Comtroller
LM —E - |
{ ocs
s el s - I B o - - - - - l--xs-
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RAMSES
Server

RSU2

WinCC OA Server Basic License

WinCC OA Redundancy

WinCC OA drivers

WinCC OA OPC UA

On Bus Signals

Hardwired Signals (State logic 0-1)
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ASSESSED

ONGOING

PLANNING

Y V VYV YV V V
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What am I doing here? )

Design of the Central Instrumentation and Control Systems and interfaces with Local
Instrumentation and Control Systems at a Definition Design phase.

Main components for Networks, Timing System, HMI, Data Management,
Control Room, Alarms/Warnings have been characterized

Basis of the control framework (EPICS) implementation

Main control logics defined, need verification and completion.

A step forward...

Improvement of control logics in operational and emergency conditions
Detailed design of the control frameworks (EPICS, ....)
Detailed Safety Control System design for the following subsystems :

» Occupational Safety (OSS)

» Personnel Access (PASS)

» Environment Radiation Monitoring System (RAMSES)
Safety signals identification (PSS) and SIC components design
Evaluation of Power Quality and EMI

Project integration activities
\./

The near future...
Completion and integration of control and operation activities
Improvement of CICS-LICS integration: use-cases

Overall control system (software and hardware) integration
Activation of the FWC in 2022




